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ABSTRACT: A microkinetic model containing 53 elementary steps
based on extensive Density Functional Theory calculations is
developed to describe syngas reactions on a Mo2C catalyst under
high temperature and pressure conditions, with the aim of
determining the elementary steps that control reaction selectivity.
The effects of adsorbate−adsorbate interactions are found to be
strong, so these interactions are described using the quasi-chemical
approximation. Agreement with experimental observations of
selectivity for syngas reactions at P = 30 bar and T = 573 K was
found to be good without parametrizing the model in any way to the
experimental reaction data. The activation energies of the elementary
steps in the model were estimated using a Bronsted−Evans−Polanyi
relation, and sensitivity analysis is used to examine the impact of
uncertainties in this relation on the selectivity-determining steps of the reaction network. Our results are a useful example of
identification of key elementary steps in a complex reaction network for the reactions available with syngas over a heterogeneous
catalysis.

KEYWORDS: syngas reactions, alcohol synthesis, molybdenum carbides, density functional theory, quasi-chemical approximation,
Bronsted−Evans−Polanyi relation

1. INTRODUCTION

With limited fossil fuel resources, extensive research efforts
have been devoted to find alternative building blocks in the
chemical industry. Among many candidates, syngas is
potentially promising as it can be either derived from
conventional sources such as coal and natural gas, or renewable
sources like biomass.1,2 Syngas can be converted to downstream
products directly through syngas reactions. However, because
these reactions produce a series of products, managing reaction
selectivity often turns out to be critical.3−9

Molybdenum carbides have been reported in many catalysis
applications such as steam reforming,10−12 Fischer−Tropsch
synthesis,13−17 water−gas shift,18−20 and higher alcohol syn-
thesis,21−23 due to their noble-metal-like catalytic properties,
relatively low cost, and resistance to poisoning. More
interestingly, as a syngas reaction catalyst, molybdenum
carbides were found to shift reaction selectivity significantly
from hydrocarbons to alcohols when used with alkali
promoters.21,23,24 In principle, understanding the relation
between selectivity and catalyst structure could eventually
help in designing catalysts selective to a specific product.
However, little progress has been made in this endeavor to date
due to the complexity of the syngas reaction mechanism.
A number of theoretical studies have been performed for

Mo2C, including examination of structural information,25−29

adsorption behavior,25−28 stability,25,26,29−31 and catalytic
performance.27,32−35 Recently, Medford et al. applied ab initio

thermodynamics and Density Functional Theory (DFT) to
study the stability of surface structures of Mo2C and adsorption
of reactive intermediates as well as C−O bond dissociation on
the Mo2C surface.36 Pistonesi et al. studied adsorption of alkali
metal on Mo2C surfaces and its effect on CO adsorption and
dissociation.37 Tominaga et al. reported energetics of CO
hydrogenation and C−O bond cleavage on molybdenum and
cobalt molybdenum carbide catalysts.38 Most of these studies
focus on specific elementary steps, with the inherent
assumption that this gives an adequate descriptor of catalyst
performance. This could be potentially problematic for several
reasons: (1) these steps might not have the lowest activation
energy among competing processes; (2) these steps might be
the lowest activation-energy steps, but still not necessarily the
rate-determining steps (RDS), since kinetically, reaction rates
also depend on surface coverage; (3) these steps might be the
RDS for certain products, but not necessarily the ones
responsible for controlling overall selectivity. Addressing these
issues is especially important for a complex reaction system
where reaction pathways could be numerous and intricate.
Motivated by these observations, we seek to provide a broad

perspective on syngas reaction using a Mo2C catalyst by
describing a complex reaction network and determining which
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steps contribute most to the overall reaction selectivity.
Specifically, we developed a reaction network containing
relevant syngas reactions, including Fischer−Tropsch synthesis,
methanol synthesis, ethanol synthesis, and water−gas shift. All
the reaction energies in this network were calculated by DFT,
whereas activation energies were approximated by Bronsted−
Evans−Polanyi (BEP) relations. With these energies as inputs,
a microkinetic model was formulated, and the reaction
selectivity was computed and compared with experimental
results. Finally, sensitivity analysis was applied to determine the
overall model’s sensitivity on changes of each elementary step.
This work gives insights into the reaction mechanism of syngas
reactions on Mo2C catalysts and serves as a useful example of
determining descriptors for a complex reaction network.

2. COMPUTATIONAL METHODS
Our plane wave DFT calculations were performed with the
Vienna ab initio simulation package (VASP).39−42 We
employed the revised Perdew−Burke−Ernzerhof (rPBE)
generalized gradient functional43,44 along with the projector
augmented wave (PAW)45,46 method to describe ionic cores. A
plane wave expansion with a cutoff of 400 eV was used for all
calculations. Geometries were relaxed using a conjugate
gradient algorithm until the forces on all unconstrained
atoms were less than 0.03 eV/Å. Spin polarization was not
included in our calculations.
For surface structure calculation, a 6 × 6 × 1 Monkhorst−

Pack k-point mesh was used for (1 × 1) surface unit cell, which
was sufficient to give well-converged energies for the Mo2C
surface. For calculations on a (2 × 2) surface unit cell, the
number of k-points was reduced to 3 × 3 × 1. Geometries and
energies for gas-phase species were calculated using supercells
equivalent to those for the largest slab calculations. When
examining adsorption, molecules were placed on only one side
of the slab. Dipole corrections were therefore applied in
computing all of the energies reported below.47,48 The
adsorption energy, Eadsorption, of an atom or a molecule was
defined by

= + −E E E E( )adsorption surface adsorbate total (1)

where Etotal is the total energy of the system containing the
adsorbed species, Esurface is the total energy for the optimized
bare surface, and Eadsorbate is the total energy for the adsorbate in
the gas phase. With this definition, positive adsorption energies
correspond to energetically favored states. For Etotal and
Eadsorbate, the vibrational modes of adsorbates were computed
within the harmonic approximation holding all surface atoms
fixed and the zero-point energy of the adsorbate (∑i(hνi/2))
was added to the DFT calculated energy. Adsorbate coverages
were defined by considering a surface with an adsorbed species
on every surface molybdenum atom to have coverage of 1
monolayer (ML). This means that placing one adsorbate in a 1
× 1 unit cell gives a coverage of 0.25 ML.

3. RESULTS AND DISCUSSION
3.1. Bulk and Surface Structure of Mo2C Catalyst. The

bulk and surface structures of the molybdenum carbide catalyst
modeled in this work are based on the work discussed in a
previous study.26 In that study, the DFT optimized lattice
parameters of the hexagonal Mo2C bulk structure were
confirmed to be in good agreement with experimental results.
By comparing surface free energy and adsorption energy of

alkali metal (K and Rb) atoms for different low-Miller-index
surfaces of Mo2C, the Mo2C(001) surface was determined to
be one of the major surfaces found on Mo2C particles in
equilibrium as well as the one having the greatest affinity and
dipole moment for K/Rb atoms. This surface is also known to
favor a reconstruction in the absence of adsorbates,49,50 which
results in both Mo-top and C-top sites for adsorption. As we
demonstrate below, reaction intermediates adsorb on both Mo-
top and C-top sites, so a surface model including Mo-top and
C-top sites is more appropriate to represent overall reactivity of
Mo2C than a pure Mo-terminated surface or C-terminated
surface. Given all the factors mentioned above, the
reconstructed hexagonal Mo2C(001) surface illustrated in
Figure 1 was chosen as a representative Mo2C surface for
further calculations.

3.2. Syngas Reaction Network. As mentioned earlier,
syngas reactions on Mo2C catalysts can generate products
including hydrocarbons, alcohols, water, and CO2. In order to
model reaction selectivity, reaction pathways toward all of these
products should be considered, which involves water−gas-shift
reactions, Fischer−Tropsch (FT) synthesis, methanol syn-
thesis, and higher alcohol synthesis. A tremendous amount of
research has been performed to understand the mechanisms of
these four types of reactions.3−7,51−57 In terms of theoretical
studies, Cheng et al. performed DFT calculation for FT
synthesis on Co,58,59 Ru, Fe, Rh, and Re surfaces60 and
analyzed the C−C chain growth mechanism.61,62 Choi et al.
performed extensive DFT calculations to investigate ethanol
synthesis on Rh(111).63 Grabow et al. presented a
comprehensive mean-field microkinetic model for the methanol
synthesis and water−gas-shift reactions.64 Similar studies have
been done by Gokhale et al.,65 Madon et al.,66 Grabow et al.,67

Ferrin et al.,68 and Mei et al.69 Although these calculations have
been an important tool in elucidating reaction mechanisms,
most reaction mechanisms are still under debate, or are only
understood for certain catalysts.
In this work, for Fischer−Tropsch synthesis, we include

various CHx-CHy coupling reactions suggested by a carbene
mechanism.70 For ethanol synthesis, we focus on the most-
studied CO-insertion mechanism,63,71,72 where C2 oxygenates
can be formed by CHx-CO coupling. For methanol synthesis,
although direct CO hydrogenation (CO + 2H2→ CH3OH) is
often assumed to be the main reaction mechanism, it was
suggested that for Cu-based catalysts, CO2 hydrogenation
(CO2* → HCOO* → H2COO* → H3COO* → H3CO* →
CH3OH*) was actually responsible for producing metha-

Figure 1. Top view of reconstructed C-terminated Mo2C (001)
surface used in this work. Molybdenum and carbon atoms are depicted
in green and cyan, respectively.
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nol.73−76 Therefore, we include both CO and CO2 hydro-
genation to investigate which one prevails. For water−gas-shift
reactions, both redox and carboxyl mechanisms were included
in the network. The former assumes CO is oxidized by atomic
O produced from H2O dissociation,77−79 while the latter
involves formation of an intermediate carboxyl group COOH
(CO* + OH* → COOH* → CO2* + H*).65,67 The schematic
reaction network is shown in Figure 2. A list of all 53
elementary steps in this network can be found in Table S1 in
the Supporting Information.
It should be noted here that we only included products up to

C2 species in this network to save computational cost. From
experimental results,80 it is observed that these species account
for more than 80% of the product selectivity on a carbon basis.
The only higher products found to be significant were C3

hydrocarbons (∼10%), which we expect are produced through
C2−C coupling reactions. Therefore, contributions of C3
hydrocarbons to the hydrocarbon/alcohol selectivity are
expected to be lumped in the selectivity of our model network
to ethane and ethylene.
3.3. Adsorption of Reaction Intermediates. The

adsorption of the 31 reaction intermediates shown in the
network in Figure 2 was investigated. In order to have
confidence that the most stable adsorption site can be
identified, a set of 12 initial adsorbate configurations were
examined with a 4 × 3 grid above the (1 × 1) surface unit cell.
Most of the intermediates prefer to adsorb on a Mo top, a C
top, or a Mo−C bridge site. A list of the most (second most)
stable sites for the 31 reaction intermediates can be found in
Table S2 in the Supporting Information. The adsorption
energies of 9 gas-phase species calculated in a similar way are
listed in Table 1.
As expected, CO was found to be the most strongly adsorbed

species. As is well-known, DFT calculations of this kind tend to
overestimate adsorption energies.81 To address this point, for
CO, we compared our computed adsorption energy with TPD
experiment results for Mo2C in Table 2.82 Adsorption energies
are not directly measured in the TPD experiment, but they can
be estimated from TPD peak temperature by the Redhead
equation.83 Two peaks were identified in TPD, which
correspond to 1.17 eV/molecule and 0.85 eV/molecule, with

an energy difference of ∼0.3 eV/molecule. In our DFT
calculation, CO was found to be adsorbed on Mo top (the most
stable site) and C top (the second most stable site), also with
∼0.3 eV/atom energy difference. This supports assigning the
two TPD peaks to CO adsorption on Mo top and C top sites.
This is also supported by our earlier results that compared
vibrational frequencies calculated from DFT with IR experi-
ments.24

On the basis of the observations above, we corrected the CO
adsorption energy in our model by a factor of 0.8 based on the
ratio of the TPD experiment value (1.17 eV/molecule) to the
DFT-computed value (1.46 eV/molecule) shown above. To be
consistent, we also applied this correction factor to the other
eight gas-phase species in the reaction network. TPD
experimental results for these eight species are not readily
available. For all the other species adsorbed as reaction

Figure 2. Syngas reaction network examined in this work. Gas-phase species are shown in circles or boxes.

Table 1. Adsorption Energy of Gas Phase Species As
Computed with DFT

species adsorption energy (eV/molecule)

CO 1.46
H2 1.11
CH4 0.11
CH3OH 0.54
H2O 0.61
CO2 0.16
C2H4 0.55
C2H6 0.03
C2H5OH 0.05

Table 2. Comparison between Adsorption Energy Calculated
from TPD Peak Temperature and DFT-rPBE Functional

adsorption
TPD peak temperature
(adsorption energya)

computed adsorption
energy from DFT

CO on Mo
top

450 K (1.17 eV/molecule) 1.46 eV/molecule

CO on C
top

328 K (0.85 eV/molecule) 1.18 eV/molecule

difference (0.32 eV/molecule) 0.28 eV/molecule
aAdsorption energy calculated from peak temperature using the
Redhead equation with assumed prefactor of 1 × 1013 s−1.
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intermediates, we chose not to apply this correction because
the impact of overestimating their adsorption energies will be
canceled out in the further reaction enthalpy calculation.
3.4. Approximation of Activation Energy. Because of

the large number of transition states that would have to be
determined to treat each activated process in our reaction
network rigorously, our model applied a Bronsted−Evans−
Polanyi (BEP) relation to approximate activation energy for all
elementary steps. The BEP relation posits an approximately
linear relation between the activation energy and reaction
enthalpy:

α= ·Δ +E H Ea 0 (2)

Several types of bond activation, such as C−C, C−H, C−O
bond breaking, on various transition-metal surfaces have been
examined extensively to test the validity of the BEP
approximation.84−87 Here, we employed the parameters
reported by Michaelides et al.,84 where for dehydrogenation
reactions

= Δ +E H0.92 0.87a
diss

(3)

for diatomic activation reactions

= Δ +E H0.97 1.69a
diss

(4)

and for triatomic activation reactions

= Δ +E H0.74 1.03a
diss

(5)

with all energies in eV. From the principle of reversibility, the
activation energy for bond association can be calculated by

= + ΔE E Ha
diss

a
asso

(6)

For each elementary step (A* + B* → C* + D*), the reaction
enthalpy, ΔH was calculated by

Δ = + − −* * * *H E E E EC D A B (7)

where Eadsorbate* can be obtained from DFT calculations.
It should be noted that the correlation used here was

developed for transition-metal surfaces, rather than transition-
metal carbides. Thus, when elementary steps happen on a
surface carbidic site, proper parameters should be chosen
carefully. For example, diatomic activation on the carbidic site
used the triatomic activation parameters shown above.
Although in principle, parameters for transition-metal carbide
surface should be developed, this is a useful way to rapidly
estimate activation energies for transition-metal carbide
surfaces. A list of activation energy calculated using the
approach above for all steps can be found in Table S1 in the
Supporting Information.
3.5. Microkinetic Model. 3.5.1. Quasi-Chemical Approx-

imation. With all the energetics available, we can compute
reaction rates with a microkinetic model. The most widely
applied models for this goal are mean field (MF) and kinetic
Monte Carlo (kMC) models.88 Kinetic Monte Carlo requires
predefining the rate of each process (adsorption, reaction,
diffusion, etc.) at certain local ordering conditions (interaction
with nearby species). We chose not to use kMC because of the
complexity of the reaction network we are considering. It was
important, however, to adopt an approach beyond the MF level
to account for adsorbate−adsorbate interaction. To this end, we
used the quasi-chemical approximation (QCA),89−91 which
assumes there is chemical equilibrium within redistribution of
adsorbed species as shown in Figure 3.

To use the QCA, the interaction energy w between nearest
neighbors must be defined. Our model includes 31 distinct
adsorbates. For simplicity, w is approximated as the interaction
energy between dominant species on the surface. As shown
later in the results section, oxygen was found to be the
dominant species on the surface under typical experimental
conditions. Therefore, the interaction energy between adsorbed
oxygen atoms on the Mo2C surface was calculated as 0.244 eV
by comparing the energy difference between the case of two
oxygen atoms adsorbed on neighbor sites and the case of two
isolated oxygen atoms on the Mo2C surface. For simplicity, this
energy was used as the value of w for all adsorbed species. The
effect of interaction on adsorption, desorption and surface
reactions is discussed below.

3.5.2. Adsorption, Desorption, and Surface Reaction
Rates. For adsorption of a gas-phase species, the rate is defined
in kinetic theory by92

∑σ θ
π

= − ·−r e
P
mk T

(1 )
2i

E k T
ads

/

B

a,ads B

(8)

where σ is the steric factor which represents the probability that
a molecule possessing sufficient energy Ea,ads and colliding with
a vacant site will adsorb, Ea,ads is the activation energy of
adsorption process, P is the partial pressure of the adsorbing
species, m is the mass of the species, kB is Boltzmann’s constant,
and T is the temperature. The term (1 − ∑θi), where θi is the
fractional surface coverage of species i, represents the
probability that a collision occurs with an empty site. In this
work, σ is assumed to be 1, and Ea,ads is zero by assuming the
adsorption is nonactivated process.
For desorption, the rate is defined by92

ν θ= −r L ei
E k T

des
/a,des B (9)

where ν is the vibrational frequency, assumed to be 1 × 1013

s−1, L is the site density, and Ea,des is the activation energy for
the desorption process, which is taken to be equal to the
adsorption energy Ead.
Interaction between adsorbed species can be important in a

desorption process. For instance, with strong repulsive
interaction, it is expected that desorption will happen more
easily at higher surface coverage. Thus, based on QCA, a
correction factor g was applied to desorption rate expression.

ν θ= ·−r L e gi
E k T

des
/a,des B (10)

Here, g is a function of nearest neighbor interaction energy w,
the vacant site coverage θ*, and number of nearest neighbor
sites z as91

θ
β θ

=
− − *

+ − − *

⎡
⎣⎢

⎤
⎦⎥g

2 2(1 )
1 2(1 )

z

(11)

where

Figure 3. Schematic showing the quasi-chemical approximation.
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β θ θ= − * − * − −⎡
⎣
⎢⎢

⎛
⎝
⎜⎜

⎛
⎝⎜

⎞
⎠⎟
⎞
⎠⎟
⎤
⎦
⎥⎥

w
k T

1 4 (1 ) 1 exp
B

1/2

(12)

This correction keeps the desorption rates as a closed form
equation, which makes the rates easy to use in the calculations
below. To demonstrate the importance of the correction factor,
we plotted g as a function of surface coverage θ in Figure 4

using the interaction energy defined above (w = 0.244 eV) at T
= 573 K. When the surface coverage is low (<0.5), the
adsorbates can be well distributed on the surface without
interacting with each other. Therefore, the correction factor g is
approximately equal to 1 and effectively no correction is made
to the desorption rate term. In contrast, when the surface
coverage is high (>0.5), the adsorbates on the nearest
neighbored sites start to repel each other, which consequently
allows them to desorb more easily. As seen in the right part of
the Figure 4, the correction factor g grows rapidly with surface
coverage θ and can eventually enhance the desorption rate by a
factor as large as ∼106.
We compared the performance of MF, QCA, and Monte

Carlo models for a simple adsorption/desorption process,
finding that the QCA description is accurate in many regime
where the MF calculations were inaccurate. Also, our results
showed that QCA is one of the key factors making our model
accurately predict reaction selectivity. To better demonstrate
this point, we provided a numerical example of comparing
computed reaction selectivity for models with and without
QCA in Table S3. Details of these calculations can be found in
the Supporting Information.
For surface reactions, the rate was defined by Transition

State Theory as92

=
−⎛

⎝⎜
⎞
⎠⎟r A

E

k T
expi

iact,

B (13)

Here, ri is the rate constant of step i, A is a pre-exponential
factor approximated as 1013 s−1 for all the elementary steps,
which assumes the overall reaction rate is dictated by activation
energy rather than the pre-exponential factor. Eact,i is the
activation energy of step i. Although adsorbate−adsorbate

interaction can influence surface reaction rates, we treated these
reactions at a MF level for simplicity.

3.5.3. Governing Equations and Solution Technique. With
adsorption, desorption and surface reaction rates defined, the
derivative of surface coverage over time for each species was
defined as

θ
=

−
t

i

i

d
d

(rate of formation of species )

(rate of consumption of species )

i

(14)

Traditional methods of solving rate equations, such as
Langmuir−Hinshelwood (L−H) model or the Hougen−
Watson (H−W) model,92 involve simplifying reaction sequence
to derive an analytical close-form rate expression. This often
requires assuming a specific step to be the rate-determining step
(RDS). For example, the L−H model assumes a RDS surface
reaction governs the rate and all adsorption/desorption steps
are quasi-equilibrated. These models are often good enough to
correlate experimental data for simple reactions with a single
linear sequence.
For complex reactions, where there are reactions split into

multiple linear sequences and interconnections between
different sequences, a closed-form rate expression cannot
readily be derived. Moreover, as the goal of this work is to
determine rate and selectivity limiting steps, it is preferable to
make no assumptions regarding these steps. Thus, we solved
the above equations numerically without imposing assumptions
on the reaction mechanism. At steady state, the derivative of
surface coverage over time is zero for each surface species,
which gives N (but N − 1 independent) equations, plus with
surface site balance ∑1

Nθi = 1. Here, N is the number of surface
species including vacant site. This defines an algebraic equation
set with N equations and N unknown surface coverages that
was solved numerically with Matlab’s fsolve function. Because
the rate constant terms in the equation set could differ by
orders of magnitude, variables were scaled to equalize their
effect on the objective and constraint functions. As a nonlinear
optimization problem, an initial estimate of the surface
coverages is needed. This estimate was obtained from time
evolution of θi by solving (dθi/dt) with the Matlab solver for
stiff ODEs, assuming that at t = 0, the surface was complete
empty (θ* = 1). A mass balance was performed to confirm
equations were solved self-consistently.

3.6. Results. 3.6.1. Surface Coverage. The steady-state
surface coverage solved from the microkinetic model under
typical experimental conditions is shown below in Table 3. A
list of coverages for all 32 species can be found in Table S4 in
the Supporting Information.
Under the chosen conditions (573 K, 30 bar of syngas, CO/

H2 = 1:1), oxygen was found to be the most abundant species
on the surface at steady state. This is an interesting but not
entirely surprising result. There have been multiple studies
reporting that a molybdenum oxycarbide phase could be
formed in situ over Mo2C catalysts under syngas reaction
conditions.93−98 Our results shows that surface oxygen
originating from CO tends to accumulate on Mo2C catalytic
surface when a steady state is reached. It is important to note
that the total surface coverage is high; less than 3% of the
surface sites are unoccupied.

3.6.2. Selectivity. With the surface coverage at steady state,
the production rates of six gas-phase products were calculated.
The product selectivities, defined as the percentage of specific

Figure 4. QCA correction factor g as a function of surface coverage θ
(Interaction energy w = 0.244 eV and T = 573 K).
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production rate within the overall production rate, are listed in
Table 4. In order to compare with experimental results, we
reported the computed selectivity implementing a carbon
%-based notation used in the experimental data of Shou et al.80

The selectivity to product i is based on the total number of
carbon atoms in the product and is therefore defined as

=
∑

×
n M

n M
selectivity (%) 100i i

i i (15)

where ni is the number of carbon atoms in product i and Mi is
the percentage of product i.
As can be seen in Table 4, our computed selectivities are in

good agreement with experimental results. As expected, besides
CO2 as a major byproduct, the unpromoted Mo2C catalyst
primarily produces hydrocarbons (80% ∼ 90% selectivity on
CO2 free basis) rather than alcohols. Most of the hydrocarbons
were in form of paraffins, although some olefins were also
observed. It is important to emphasize that our model was not
fitted in any way to the experimental data shown in Table 4.
The consistency between the predictions of our first-principle-
based model and this experimental data gives us confidence that
our model can be used in a predictive sense for this complex
catalytic system. We understand that a systematic test of the
model against experimental results at different conditions
would be preferred to validate our model. However, with
limited experimental data, we are only able to test our model at
the benchmark condition of 573 K, 30 bar, and a limited range
of temperatures and pressures, which will be covered in the
next section.
The importance of accounting for adsorbate−adsorbate

interactions is highlighted in Table S3, which compares the
selectivities predicted using our reaction network with the QCA

(the approach taken above) with results from the same network
at the mean field level. Because of the high coverage of the
surface under these conditions, there is a substantial difference
between the MF and QCA-based results.

3.6.3. Effect of Temperature and Pressure on Selectivity.
With good agreement reached at benchmark reaction condition
(573 K, 30 bar of syngas with CO/H2 = 1:1) used
experimentally, the performance of our model was further
tested under different temperature and pressure conditions, as
shown in Table 5 and Table 6.

Our model shows that with increasing temperature, the
selectivity of total hydrocarbons increases at the expense of
selectivity to alcohols. This is consistent with the trend
observed experimentally,99 where it was proposed that alcohol
synthesis reactions are more exothermic than Fischer−Tropsch
synthesis. The trend of hydrocarbon and alcohol selectivities as
a function of pressure also match the experimental results,99

where higher syngas pressure made the catalysts more selective
to alcohols. This could be explained as a surface coverage effect,
where at higher pressure, more CO* enhances alcohol
production through a CO-insertion mechanism.

3.6.4. Reaction Rates at Steady State. The comparison
above with experimental results indicates that our reaction
network usefully describes the mechanism of syngas reactions
over Mo2C. To clearly demonstrate the reaction mechanism,
we calculated the rates of all individual elementary steps in the
network at steady state under the benchmark reaction
condition (573 K, 30 bar with CO/H2 = 1:1), and plotted
them in Figure 5. The numbers in red in Figure 5 are the
elementary step rates in units of molecule per second per site.
For simplicity, steps along the same reaction route with the
same rate are only labeled once. To better visualize our results,

Table 3. Steady-State Surface Coverages at Typical
Experimental Condition (573 K, 30 bar of Syngas with CO/
H2 in an 1:1 ratio)

no. species coverage

1 O* 62.3%
2 CO* 21.5%
3 CH2* 3.2%
4 * 2.9%
5 CHO* 2.1%
6 CH3CH2O* 1.9%
7 CH3* 1.8%
8 C2H5* 1.8%
9 CH3CO* 1.8%

10−32 other 23 species 0.7%
sum 100%

Table 4. Comparison between Computed and Experimental Selectivities, Using Experimental Data from Shou et al.80

species computed selectivity experimental selectivity80

CO2 47.7% 46%
selectivity (on a CO2-free basis)

total hydrocarbons 82.9% 89%
CH4 36.7% 33%

C2+ hydrocarbons 46.2% (3.1%C2H4 + 43%C2H6) 56%
total alcohols 17.1% 11%

CH3OH 0.2% 4.9%
C2+ alcohols 16.9% 6.1%

Reaction condition at 573 K, 30 bar of syngas with CO/H2 = 1:1

Table 5. Selectivities of Total Hydrocarbons and Total
Alcohols at Different Temperatures (on CO2-Free Basis)
Using 30 bar of Syngas with CO2/H2 = 1:1

species 548 K 573 K 598 K

total hydrocarbons 82.6% 82.9% 83.3%
total alcohols 17.4% 17.1% 16.7%

Table 6. Selectivities of Total Hydrocarbons and Total
Alcohols at Different Pressures (on CO2-Free Basis) at T =
573 K Using Syngas with CO2/H2 = 1:1

species 20 bar 30 bar 40 bar

total hydrocarbons 84.5% 82.9% 81.8%
total alcohols 15.5% 17.1% 18.2%
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we drew arrows to qualitatively represent these rates, where a
broader arrow indicates a larger rate. As shown in Figure 5,
certain pathways within the overall network dominate. For
instance, for water−gas-shift reactions, the pathway going
through CO* (redox mechanism) is 104 times faster than the
one via COOH* (carboxyl mechanism). Similarly, for methanol
production, although CO2 hydrogenation mechanism has been
reported to be dominant on a Cu-based catalyst,64,73,75,76 our
results suggest that methanol is mainly produced through a CO
hydrogenation mechanism on Mo2C.
One issue receiving growing attention recently is how

adsorbed CO dissociates on catalyst surfaces. It has long been
considered that CO* directly dissociates into C* and
O*.70,71,100 However, evidence in recent years, both theoret-
ically and experimentally,101−103 indicates that CO* can
dissociate with the assistance of hydrogen. H-assisted CO
dissociation involves a two-step process: adsorbed CO is first
hydrogenated to HxCO*, and then dissociates to CHx* and
O*. Our results are an example of this phenomenon, where H-
assisted CO dissociation is dominant over direct CO
dissociation.
CH2* is found to be a major intermediate produced from H-

assisted CO dissociation. CH2* can be coupled with other
CHx* intermediates to produce C2 hydrocarbons. Our results
show that C2 hydrocarbons are mainly produced from coupling
of CH2*+CH3* rather than couplings of CHx species with
lower hydrogen content such as CH*+CH*. Finally, for
ethanol synthesis, our results showed that CO insertion

mechanism through CH3* is the primary reaction pathway
while CO insertion through CH2* also plays an important role.

3.6.5. Sensitivity AnalysisProduction Rate. The previous
section has qualitatively discussed the dominant reaction
pathways in our network. This eliminates a large number of
steps from consideration as the events that control the catalyst
performance. To further determine which elementary steps in
these pathways are the most kinetically rate-limiting, we
performed a sensitivity analysis on our reaction network. This
approach was introduced by Campbell as “degree of rate
control” analysis.104,105 The basic idea is to increase/decrease
the rate constant of a step by a small amount and calculate the
resulting fractional change in the overall rate. The step whose
increase/decrease leads to the greatest increase/decrease in the
overall rate is then considered the most rate-controlling.
Campbell defined the degree of rate control by

δ
δ

=
⎛
⎝⎜

⎞
⎠⎟
⎛
⎝⎜

⎞
⎠⎟X

k
r

r
ki

i

i
rc,

(16)

where, Xrc,i is the degree of rate control of step i, ki is the rate
constant of step i; r is the reaction rate of targeted product; δr
and δki are the differential changes of corresponding reaction
rate and rate constant.
As our model was solved by numerical methods, the

disturbance introduced in sensitivity analysis δki should be
small enough to make a small impact on the model results but
large enough to be differentiated from numerical uncertainty in

Figure 5. Rates of elementary steps in the reaction network at steady state. Gas-phase reactants (products) are shown in circles (rectangles).
Elementary step rates (in red) are in unit of molecule per second per site.

Table 7. Degrees of Rate Control for Selected Steps under Reaction Condition at 573 K, 30 bar of Syngas with CO/H2 = 1:1

All the other 47 elementary steps have degree of rate control smaller in magnitude than 0.05.
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our calculations. We used (δki/ki) = 1%, 3%, 5%, 8%, and 10%
and tested their performance for a small group of elementary
steps. We found that 1% was too small, although 10% was too
large. All results below were calculated using (δki/ki) = 5% for
the degree of rate control, as summarized in Table 7.
By definition of the degree of rate control, steps with a

positive degree of rate control indicate the targeted production
rate is promoted by these steps, whereas a negative degree of
rate control means the targeted production rate is inhibited by
these steps. The larger the absolute value of the degree of rate
control, the more rate-controlling the step is. Thus, by
performing degree of rate control analysis, we quantitatively
identified which steps are rate-controlling. In Table 7, we listed
elementary steps having degrees of rate control larger than 0.4
for the production of CH4, CO2, C2H6, and C2H5OH. Of the
53 elementary steps in the network, only 6 of them are rate
limiting. Specifically, for ethanol production, hydrogenation of
CO* is found to be the strongest promoting step. Oxidation of
CO* is the strongest inhibiting step for ethanol production but
the strongest promoting step for making CO2. These findings
suggest that reactions involving CO* as the starting point of the
reaction network greatly influence the overall activity of syngas
reactions. Whether adsorbed CO is hydrogenated or oxidized

directly correlates with production of alcohols and CO2
respectively. Similarly to CO*, CH3* is another important
splitting point for producing ethane and ethanol. As a
promoting step for making ethane, CH2* + CH3* is found to
be the dominant step for C−C coupling among eight distinct
CHx-CHy coupling steps in the network. On the other hand,
CH3* + CO* is a strong promoting step for making ethanol.
Finally, CH3* + H* and CH2* + H* are the strongest two
promoting steps for methane production.

3.6.6. Sensitivity AnalysisSelectivity. Above, we deter-
mined six elementary steps controlling production rates in
syngas reactions. However, as discussed earlier, we are primarily
interested in characterizing the steps that control the reaction
selectivity. Therefore, we further applied sensitivity analysis to
the reaction selectivity. Similar to the idea of degree of rate
control used in previous section, we define the degree of
selectivity control as

δ
δ

=
⎛
⎝⎜

⎞
⎠⎟
⎛
⎝⎜

⎞
⎠⎟Y

k
s

s
ki

i

i
sc,

(17)

where Ysc,i is the degree of selectivity control of step i, ki is the
rate constant of step i; s is the reaction selectivity of the

Table 8. Degrees of Selectivity Control for Selected Steps

All the other 48 elementary steps have degree of selectivity control smaller in magnitude than 0.05.

Figure 6. Important selectivity-determining steps within the main reaction mechanism illustrated in Figure 5.
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targeted product; δs and δki are differential changes of
corresponding reaction selectivity and rate constant.
The results of degree of selectivity control are shown in

Table 8. Comparing to the results in Table 7, most of the rate-
determining steps are also the selectivity-determining steps.
However, the meanings behind selectivity-determining and
rate-determining are not entirely the same. One elementary
step may promote the production of a product while inhibiting
its selectivity because it promotes the production of other
competing products even more. For example, as shown in
Table 7, CO hydrogenation turned out to increase the rates of
all four products, but as shown in Table 8, it inhibits
selectivities of methane and CO2. The hydrogenation of
CH3* is the strongest promoting step for CH4 selectivity while
it has negative impacts on the selectivities for C2H6 and
C2H5OH. This is reasonable because they share CH3* as an
important reaction intermediate, where more CH3* going
toward CH4* will result in less of them being produced as C2

species. Similarly, CO hydrogenation (CO* + H*) and CO
oxidation (CO* + O*) are also competing steps in the reaction
network. The former step promotes C2H5OH selectivity and
inhibits CO2 selectivity while the latter enhances CO2

production and impedes all the other products. These
selectivity-determining steps are illustrated in Figure 6. As
can be seen in the figure, within the main reaction mechanism
shown in Figure 5, in general the elementary steps at the
intersections of the reaction network are important in
determining the reaction selectivity.
Another interesting finding is the selectivity controlling step

of ethanol. CO insertion (CH3*+ CO*) turned out to be the
strongest promoting step for ethanol selectivity, as well as the
only step that promotes ethanol production and inhibits ethane
production. This suggested a possible explanation for selectivity
shift from hydrocarbons to alcohols on alkali promoted Mo2C
catalysts observed experimentally. Our results imply that CO

Figure 7. Selectivity-promoting step for CH4 and CO2 at different levels of error on the slope and intercept terms in the BEP relation. The solid lines
indicate the range of errors analyzed.

Figure 8. Selectivity-promoting and inhibiting steps for ethane at different levels of error on the slope and intercept terms in the BEP relation. The
solid lines indicate the range of errors analyzed.
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insertion could be promoted by alkali promoters and thus the
overall selectivity is shifted from hydrocarbons to alcohols.
3.6.7. Model Robustness Analysis over BEP Relation. As

mentioned earlier, our model applied a BEP relation to
approximate the activation energy for all surface elementary
steps. It is useful to ask how accurate the BEP relation is and
whether this affects the validity of our conclusion. As the BEP
relation is by definition an approximation without considering
how reactions take place at a detailed level, a certain margin of
error in this approximation is expected. Because the motivation
of this work is to identify rate/selectivity controlling steps in a
complex network, we aimed to understand the impact of the
BEP relation on these steps.
To examine the robustness of this model against error, we

deliberately manipulated both the slope and intercept terms of
the BEP relation, and we repeated all the calculations above to
calculate the degree of selectivity control. Specifically, we
introduced errors to the slope and intercept terms in eqs 3, 4,
and 5, at levels of ±5%, ± 10%, and ±15%, as follows:

α= · + ·Δ + · +

= ± ± ±
| | + | | ≪

E x H E y

x y
x y

(1 ) (1 )

, 5%, 10%, 15%
15%

a 0

(18)

In Figure 7, the selectivity-promoting step for CH4 was
shown for the range of conditions we analyzed. CH3*+H* was
found to be the only selectivity-promoting step over the whole
range of conditions. This is an encouraging result, suggesting
that a quantitative uncertainty in a BEP relation may not
influence qualitatively identifying the selectivity-determining
step of a reaction. Similarly, for CO2 selectivity, CO* + O*
remains to be the strongest promoting step, as determined in
Table 8. On the other hand, the selectivity-determining steps
for ethane and ethanol are more complicated. In Figure 8, the
strongest promoting and inhibiting steps for the ethane
selectivity are illustrated. Although CO* + O* is still the
strongest inhibiting step for all conditions we examined, with an
overestimated intercept term and an underestimated slope term
in the BEP relation, C2H5*+H* became the strongest

promoting step for ethane selectivity. In other situations,
CH3* + CH2* is the strongest promoting step. In Figure 9,
similar results were obtained for ethanol case, where three
elementary steps: CO hydrogenation (CO* + H*), CO
insertion (CO* + CH3*) and C2H5O hydrogenation
(C2H5O* + H*) could be the strongest selectivity-promoting
step based on the error associated with the BEP relation. These
results suggest that our conclusions in previous sections could
be influenced by the errors in the BEP relation to some extent.
Nevertheless, this analysis still narrows the list of possible
selectivity-determining steps to a few elementary steps.

4. CONCLUSIONS

This work provides a useful example of screening selectivity-
determining elementary steps in a complex reaction network on
a heterogeneous catalyst. Our model mainly employs energy
inputs from DFT calculations. DFT-computed adsorption
energies for gaseous products were corrected to be consistent
with experimental TPD results. Activation energies for surface
reactions were approximated from a BEP relation. To consider
interactions between surface intermediates, we applied the
quasi-chemical approximation to calculate contribution from
nearest neighbored adsorbates while keeping the whole
approximation in closed form. Further, kinetic theory and
transition-state theory were used to derive the rate equations,
and the whole equation set was numerically solved without
imposing any assumptions on the reaction mechanism. To
validate our methodology, our computed selectivities were
compared with experimental selectivities at various temper-
atures and pressures, where excellent agreement was reached.
Finally, sensitivity analysis was performed to determine
individual elementary step’s contribution to the overall
selectivity. We are able to conclude with very few steps that
are selectivity-determining. As a long-term goal, these steps can
be used as descriptors and could potentially help the rational
design of catalysts selective to specific products.
In terms of mechanistic insights into syngas reactions on

Mo2C catalysts, our results suggested that H-assisted CO
dissociation was dominant over the direct CO dissociation on

Figure 9. Selectivity-promoting and inhibiting steps for ethanol at different levels of error on the slope and intercept terms in the BEP relation. The
solid lines indicate the range of errors analyzed.
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Mo2C under the experimental conditions we used. Within a
reaction network including 53 elementary steps, 5 steps control
the selectivities of CH4, CO2, C2H6 and C2H5OH. CO
oxidation (CO* + O*) was found to be the strongest inhibiting
step for C2H6 and C2H5OH selectivity. CO insertion (CO* +
CH3*) and CO hydrogenation (CO* + H*) are the strongest
two promoting steps for C2H5OH selectivity, while CH2* +
CH3* was suggested to be the strongest selectivity-promoting
step for C2H6 production. As the only step promoting ethanol
selectivity while inhibiting ethane selectivity, CO insertion
could be potentially responsible for the selectivity shift from
hydrocarbons to alcohols upon addition of alkali promoters
observed in experiments.
Although the conclusions above are specifically drawn for a

Mo2C catalyst, some of them can be generalized and potentially
helpful to understand syngas reactions on other types of
catalysts. First, investigating product selectivity of syngas
reactions is a complex problem, and it requires developing a
reaction network to consider all the relevant reactions. For
example, FT synthesis, methanol synthesis, alcohol synthesis,
and water−gas-shift chemistry should all be included. Second,
elementary steps controlling the production rate and selectivity
are generally the slowest steps in the fastest reaction pathways.
This raises the complication that sometimes an elementary step
may be fast enough to create a dominant reaction pathway
while too fast to be the controlling step for the pathway. For
instance, H-assisted CO hydrogenation turned out to be critical
because it provided a faster pathway to break C−O bond than
direct CO dissociation. However, our results suggested it is not
a rate-controlling step because it is not the slowest step in the
overall H-assisted CO dissociation pathway. Finally, steps
where the reaction network splits into different products are
important to product selectivity and thus should be closely
examined. As shown in this work, reactions involving CO* play
an important role as whether CO* is oxidized, hydrogenated
directly influences selectivity of CO2 and hydrocarbons.
Similarly, CH3* is another vital reaction intermediate because
it reacts with CO*, H*, or CH2* and therefore could
potentially determine overall selectivities toward ethanol,
methane and ethane.
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